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Everyone should be get used to interact with Agents

e In silicon valley, most companies have up to 30 employers, because Al

improves coding efficiency.

e In silicon valley, they tend to hire new graduate than experienced-seftware
engtheers, since the formers are happy to use APIs

e A new guy is not qualified if he/she cannot solve problems with the help of
Al (like cursor). Everyone could be full-stack engineers.

e work with Al and spend more time to define the applications with larger
vision that benefits users.

Credits to a CUHKSZ graduate (now running startups in silicon valley) Casey Zhou
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The framework of agents



What 1s “Agent”?
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What 1s “Agent”? E Action
< —

Observation

e An “intelligent” system that interacts with some “environment”
o  Physical environments: robot, autonomous car, ...
o  Digital environments: DQN for Atari, Siri, AlphaGo, ...
o Humans as environments: chatbot

e Define “agent” by defining “intelligent” and “environment”
o It changes over time!
o  Exercise question: how would you define “intelligent”?



What is LLM Agents

Explorations of Visual-Language Model on Autonomous Driving

On the Road with GPT-4V(ision): Early Explorations of Visual-Language Model on Autonomous Driving

Sec. 2.1 Traffic signs understanding

Prompt:

and explain each of them.

GPT-4V:

There are three traffic signs in the image:

A sign under the overhead structure displaying
"4.5m" This sign indicates the maximum
height of vehicles that can safely pass
underneath the structure. Vehicles taller than
4.5 meters should not proceed.

: This is a warnlng S|gn ' that in |cates there
is a left bend or curve ahead. Drivers should
be cautious and possibly reduce their speed.

A rectangular sign with the word "SLOW": This
sign instructs drivers to reduce their speed,
typically because of potential hazards or a

condition ahead that requires slower driving.

This is a front-camera view of a driving car.
Please identify all the traffic signs in the image,

Prompt:

This is a front-camera view of a driving car.
Please identify all the traffic signs in the image,
and explain each of them.

GPT-4V:

There are three traffic signs displayed:

60: This is a speed limit sign, indicating that the
maximum allowed speed on this road or section
of the road is 60 kilometers per hour (km/h).

Truck with a slash through it: This is a no trucks
or no heavy vehicles sign, indicating that trucks
or heavy vehicles are not permitted on this road
or section of the road.

Car with a horn and a slash through it: This
signifies @ no honking or horn prohibited zone.
Drivers are not allowed to use their vehicle's
horn in the area where this sign is displayed.

J

Figure 6: Results on the ability to understand the traffic signs. Green highlights the right answer in
understanding, Red highlights the wrong answer in understanding. Check Section 2.1 for detailed

discussions.



https://arxiv.org/abs/2311.05332

What is LLM Agents

In the Kkitchen, one agent
An Envisioned Agent Society ’ , Wh||e another agent |S
ctal p praming 0 cook: M newe. responsible for
/ \ I need: We need: p

1.Fish, 2.Sauce ...

............

At the concert, three agents are
collaborating to

|__Task planning and solving
Ordering dishes and
cooking

Acting with tools
Discussing
decoration

il D RGN > S ) Dy outdoors Outdoors, two agents are

guitar!
ol

and finances by selecting and
using tools. Users can participate
in any of these stages of this social
activity

pe Let me experience the
Band performing festival in this world...

Scenario of an envisioned society composed of Al agents

The Rise and Potential of Large Language Model Based Agents: A Survey



https://arxiv.org/abs/2309.07864

What is LLM Agents

» python scripts/main.py

Would you like me to return to being BlogAI?
Continue with the last settings?
Name: BlogAI
Role: an Ai designed to autonomously create a blog post in Ge
Goals: ['research the topic thoroughly', 'write an article tha

Letan LLM ,
while feeding the results of its actions back into

st practice examples', "make the blog post interesting by lin the prompt. This allows the program to
he image", 'save article in file as markdown']

Continue (y/n): n

iteratively and incrementally work towards its

Enter the name of your AI and its role b objective.
For example, 'Entrepreneur—-GPT'
AI Name: NewsAI
NewsAI here! I am at your service.

For example, 'an AI designed to auto . ; . ;
NewsAI is: an AI designed to write news articles In most cases, prompting engineering is enough

For example: Increase net wo i ini
Enter nothing to load defaults, enter nothing when finished. for agent solution. (nOt tralnlng needed)

Goal 1: find an interesting news topic that includes "AI" and
Goal 2: find an interesting and unusual angle to the topic
Goal 3: write an article from that unusual angle

Goal 4: save the article in a file, in markdown format

Goal 5:

Using memory of type: LocalCache

B Thinking...

Complete Guide To Setup AutoGPT

https://docs.agpt.co/


https://docs.agpt.co/

A high-level picture
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Perception and feedback

LLM for the cognition
e.g. planning, decision making



A high-level picture
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A high-level picture

Action

! Agent ! Environment

| I Perception and feedback

LLM for the cognition
e.g. planning, decision making

Action and feedback helps evolution of LLM agents



The four elements of LLM agents



https://gptpluginz.com/lim-agents/

LLM Agents

Al entities crafted around the fundamental component of large language models. Their prowess
lies in understanding and creating human-like language, enabling a multitude of applications.

Short-term memory Long-term memory
3 3
[
Calendar() [= Memory |~ -~~~ e m——————— ;
! Y
A [
Calculator() [= ! > Reflection
\J
CodelInterpreter() |[= Tools [« Agent »| Planning > Self-critics
I
Search() |= : y »| Chain of thoughts
|
|
...more _— »| Action » Subgoal decomposition

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents
Planning (multi-steps decision making):

e Subgoal decomposition: The agent breaks down large tasks into smaller, manageable
subgoals, enabling efficient handling of complex tasks.

e Reflection and refinement: The agent can do self-criticism and self-reflection over past
actions, learn from mistakes and refine them for future steps, thereby improving the quality
of final results.

Memory
A
* Reflection
— Toocls = Agent = Planning » Self-critics
»| Chain of thoughts
Y
Action * Subgoal decomposition

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents

Memory:

e Short-term memory: all the in-context learning is Short-term memory || Long-term memory
utilizing short-term memory of the model to learn. ¢ [ !

e Long-term memory: this provides the agent with METW
the capability to retain and recall (infinite)
information over extended periods, often by o feent T e T
leveraging an external vector store and fast ¥
retrieval. Action

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents
Tool use:

e The agent learns to call external APIs for extra information that is missing from the model
weights (often hard to change after pre-training), including current information, code
execution capability, access to proprietary information sources and more.

Calendar() [+ Memory
'
Calculator () [+
CodeInterpreter() |+ Tools = Agent = Planning
Search() |+ v
___more =7} Jﬁtl:tiﬂl"l

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://gptpluginz.com/llm-agents/
https://lilianweng.github.io/posts/2023-06-23-agent/

https://gptpluginz.com/lim-agents/

What is LLM Agents

Action:

The agent's ability to execute actions in the real or virtual world is crucial. This can range
from performing tasks in a digital environment to controlling physical robots or devices.
The execution phase relies on the agent's planning, memory, and tool use to carry out
tasks effectively and adaptively.

Memory
A

- Tools [<+— Agent [ Planning

y

Action

https://lilianweng.qgithub.io/posts/2023-06-23-agent/



https://lilianweng.github.io/posts/2023-06-23-agent/
https://gptpluginz.com/llm-agents/

Why LLM Agents stand out?

e Language Mastery: Their inherent capability to both LLM
comprehend and produce language ensures seamless
user interaction.
e Decision-making: LLMs are equipped to reason and LLM +
decide, making them adept at solving intricate issues. Planning
e Flexibility: Their adaptability ensures they can be
molded for diverse applications. LLM +
e Collaborative Interactions: They can collaborate .
. . Planning +
with humans or other agents, paving the way for
Memory

multifaceted interactions.

Agents

(LLM + Planning + Memory + Tools)




Element 1: Planning



What is planning

How to a solve a complicated task sequentially?

One-step task: translate an paragraph
- simple
- usually without interaction

You

translate "l think therefore | am"

ChatGPT

"I think therefore | am" translates to "H/ESTEATE" in Chinese.

Multi-step task: How to put an elephant into a fridge?

complicated
it involves multple steps

it could use external tools or do real-world actions
(e.g., operate the fridge)
o You

How to put an elephant into a fridge?

ChatGPT
The phrase "How to put an elephant into a fridge?" is often used as a humorous or rhetorical
question, as it's a task that's obviously impractical and absurd in real life. This question is typically

found in jokes or as a form of light-hearted riddle.
The usual joke answer to this is a three-step process:

Open the fridge.
. Putthe elephant in.

(SR SIS

Close the fridge.

This kind of joke plays on the absurdity and simplicity of the solution to an apparently complex

problem. It's a classic example of lateral thinking and humor in riddles.



Two simple examples

e GSMB8K (math word problem)

Problem: Beth bakes 4, 2 dozen batches of cookies in a week. If these cookies are shared amongst 16 people equally, how many cookies does
each person consume?

Solution: Beth bakes 4 2 dozen batches of cookies for a total of 42 = =<4"2=8>>8 dozen cookies

There are 12 cookies in a dozen and she makes 8 dozen cookies for a total of 12*8 = <<12*8=06>>96 cookies

She splits the 96 cookies equally amongst 16 people so they each eat 96/16 = <<96/16=6>>6 cookies

Final Answer: 6

o GAME24

Input: 4 4 6 B8
Steps:
4 + 8
6 - 4 =2 (left: 2 12) They are both multi-step problems!
2 % 12 = 24 (left: 24)

Answer: (6 - 4) % (4 + 8) = 24

12 (left: 4 6 12)



Examples of Planning

Task Decomposition
Self-Reflection/self-refinement



Planning with Task Decomposition



Task Decomposition: Chain of thought

Chain of Thought (CoT) has become a standard prompting technique for enhancing model
performance on complex tasks. The model is instructed to “think step by step” to utilize more test-
time computation to decompose hard tasks into smaller and simpler steps. CoT transforms big
tasks into multiple manageable tasks and shed lights into an interpretation of the model’s thinking

Process.
Standard Prompting

Model Input

tennis balls does he have now?
A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many

\

J

Model Output
A: The answer is 27. x

S

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models

Chain-of-Thought Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?
- J

Model Output
G ~

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 =9. The

Kanswer is 9. & j

71 Finetuned GPT-3 175B

2 Prior best

[0 PalLM 540B: standard prompting

B Pal.M 540B: chain-of-thought prompting

100

Qo
o

55 57

(=2}
o

33

18
0 ]

Math Word Problems (GSM8K)

B
o

Solve rate (%)

Do
o

Figure 2: PalM 540B uses chain-of-
thought prompting to achieve new state-
of-the-art performance on the GSM8K
benchmark of math word problems.
Finetuned GPT-3 and prior best are from
Cobbe et al. (2021).


https://arxiv.org/abs/2201.11903

Task Decomposition: [east-to-most prompting

Explicitly decompose into subquestions

Stage 1: Decompose Question into Subquestions

A: To solve “How many times
can she slide before it
closes?”, we need to first
solve: “How long does each
trip take?”

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

Language
Model

Stage 2: Sequentially Solve Subquestions
™ } A 4 ‘
akes Amy 4 minutes to climb to the top of a A: It takes Amy 4 minutes to
slide. It takes her 1 minute to slide down. The Language climb and 1 minute to slide
slide closes in 15 minutes. Model down. 4 + 1 = 5. So each trip

Subgquestion 1 — Q: How long does each trip take? takes 5 minutes.
. / - J

ﬂtakes Amy 4 minutes to climb to the top ch

a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

A: The water slide closes in

Q: How long does each trip take? L 15 minutes. Each trip takes 5
:::::?tr;mdel__ A: It takes Amy 4 minutes to climb and 1 aag:;a'ge minutes. So Amy can slide
Subquestion 1 minute to slide down. 4 + 1 = 5. So each trip = 15+ 5 = 3 times before it
takes 5 minutes. closes.
| Q: How many times can she slide before it

Subquestion 2 —4
closes?

Figure 1: Least-to-most prompting solving a math word problem in two stages: (1) query the lan-
guage model to decompose the problem into subproblems; (2) query the language model to sequen-
tially solve the subproblems. The answer to the second subproblem is built on the answer to the first
subproblem. The demonstration examples for each stage’s prompt are omitted in this illustration.

Denny Zhou, Nathanael Schérli, Le Hou, Jason Wei, Nathan Scales, Xuezhi Wang, Dale Schuurmans, Claire Cui, Olivier Bousquet, Quoc Le, Ed Chi.
"Least-to-Most Prompting Enables Complex Reasoning in Large Language Models." ICLR 2023



https://arxiv.org/pdf/2205.10625.pdf
https://arxiv.org/pdf/2205.10625.pdf
https://arxiv.org/pdf/2205.10625.pdf

Task Decomposition: LLIM+P

LLM+P involves relying on an external classical planner to do long-horizon planning. This approach
utilizes the Planning Domain Definition Language (PDDL) as an intermediate interface to describe
the planning problem.

g )
Module Generated Text Provided Text Context Ex. P & Ex. Sol
4 \
Problem (P) Problem (P)
}D - Plan :’-’ - Plan
Domain LM Domain TLM
. (. S
LLM-As-Planner LLM-As-Planner (In-context Learning)
( \
Context Ex. P & Ex. PDDL Domain PDDL
=
= — —» Pl
Problem (P) —» ‘_@D an
LLM Planner LLM
Problem PDDL PDDL Plan
o A

LLM + P (In-context Learning)

LLM+P: Empowering Large Language Models with Optimal Planning Proficiency



https://arxiv.org/abs/2304.11477

Task Decomposition: LLM+P

In the PDDL process, LLM

1) translates the problem into “Problem PDDL”;
2) requests a classical planner to generate a PDDL plan based on
an existing “Domain PDDL”;
3) translates the PDDL plan back into natural language.
Essentially, the planning step is outsourced to an external tool,
assuming the availability of domain-specific PDDL and a suitable

planner.

LLM+P: Empowering Large Language Models with Optimal Planning Proficiency

An Example PDDL Problem File Written by GPT-4

with Context

Context (shaded):

Prompt: Description of Problem (P1) + Context
+ Provide me with the problem PDDL file that
describes the planning problem directly without
further explanations.

GPT-4 (the generated problem PDDL):
{:objects bl b2 b3 bd bS5 )
(zinit (arm-empty)} (on-table bl)
{on b2 bl) (on b3 bd)

{on bd bZ2) (on b5 b3) (clear
bB3) 1))
({:zgoal {and (on bl bZ) {(on b3 b5)
(on b4 kl)))

Planner:

{unstack b5 b3) (putdown b5)
{unstack b3 b4) (stack b3 bS)
(unstack b4 b2) (putdown b4)
(unstack b2 bl) (putdown b2)
(pickup bl) (stack bl b2} (pickup
b4) (stack b4 bl)



https://arxiv.org/abs/2304.11477

Planning with Self-Reflection




Self-Reflection (J2 &)

Self-reflection is a vital aspect that allows autonomous agents to improve iteratively by refining
past action decisions and correcting previous mistakes. It plays a crucial role in real-world tasks

where trial and error are inevitable.

Reflective Thinking

What was What was
easy? hard?
How are you
doing it? What did T
- ?

.
What are you A How will you use
working on? . it in the future?



Self-Reflection: ReACT

ReACT integrates reasoning and acting within LLM by extending the action space to be a
combination of task-specific discrete actions and the language space. The former enables LLM to
interact with the environment (e.g. use Wikipedia search API), while the latter prompting LLM to

generate reasoning traces in natural language.

The ReAct prompt template incorporates explicit steps for LLM to think, roughly formatted as:

Thought: ...
Action: ...

Observation: ...
. (Repeated many times)

ReAct: Synergizing Reasoning and Acting in Language Models



https://arxiv.org/abs/2210.03629

Self-Reflection: ReACT

HotpotQA AlfWorld Env

/—[ (1d) ReAct (Reason + Act) ]—\ ( (2b) ReAct (Reason + Act) N\
Thought 1: I need to search Apple Remote and find the AF"" 1: Think[FirSF I ne?d to find a pepper shaker...more
program it was originally designed to interact with. likely to appear in cabinets (1-6), countertops (1-3), ... 1
Act 1: Search[Apple Remote] Act 2: Go to cabinet 1

Obs 1: The Apple Remote is a remote control intreduced in Obs 2: On the cabinet 1, you see a vase 2.

October 2005 by Apple orlglnally deSlgned to contrel the (Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)
Eront Row mediacenter| program ..

Act 6: Go to countertop 3

Thought 2: Apple Remote was originally designed to control Obs 6: On the countertop 3, you see a apple 1, a bread 1,

the Front Row media center program. I need to search - ...... a pepper shaker 1, and a vase 3.

- next and find what other device can control it.

Act 2: Search([Front Row] o Act 7: Take pepper shaker 1 from countertop 3

Obs 2: Could not find [Front Row]. Similar: ['Front Row Obs 7: You pick up the pepper shaker 1 from the countertop 3.

Seat to Earth', 'Front Row Motorsports','
'

.-l Act 8: Think[Now I find a pepper shaker 1. Next, I need to

put it in/on drawer 1. ]

Thought 3: Front Row is not found. I need to search -
. Act 9: Go to drawer 1
Act 3: Search| ] Obs 9: Drawer 1 is closed.

Cbs 3: Front Row is a discontinued media center software ..
Act 10: Open drawer 1

Thought 4: Obs 10: You open Drawer 1 ..
So the answer is
::zb:ar:_f\_m;l;imkeh] Act 11: Put pepper shaker 1 in/on drawer 1 \/
H inis.
11: You put pepper shaker 1 in/on the drawer 1.
\/) Obs

\_ . ’ J

In both experiments on knowledge-intensive tasks and decision-making tasks, ReAct works better
than the Act-only baseline where Thought: ... step is removed.

ReAct: Synergizing Reasoning and Acting in Language Models



https://arxiv.org/abs/2210.03629

Self-Reflection:

Reflexion is a framework to equips agents with dynamic memory and self-reflection capabilities to
improve reasoning skills. Reflexion has a standard RL setup, in which the reward model provides
a simple binary reward and the action space follows the setup in ReAct where the task-specific
action space is augmented with language to enable complex reasoning steps. After each action at,
the agent computes a heuristic ht and optionally may decide to reset the environment to start a new

trial depending on the self-reflection results.

Query |— —»L Action ‘—l“Enwronment‘—)»‘ Reward‘
I Voo S

‘ {a,,0,,2,,0,,a,,0,,..., 2,,0,} TP B (1

(LLM) <

Reflexion: Language Agents with Verbal Reinforcement Learning

ReAct

Reflect



https://arxiv.org/abs/2303.11366

Self-Reflection: Reflexion

Self-reflection is created by showing two-shot examples to LLM and each example is a pair of
(failed trajectory, ideal reflection for guiding future changes in the plan). Then reflections are
added into the agent’s working memory, up to three, to be used as context for querying LLM.

1.0

Proportion of Total Environments

AlfWorld Env

0.9 A
0.8 A
0.7 A
0.6 A
0.5 1
0.4 A
0.3 A
0.2 A
0.1 A

0.0 A

—8— Success Without Reflection

—&— Success With Reflection

—8— Fail Without Reflection: Hallucination

—&— Fail Without Reflection: Inefficient Planning
Fail With Reflection: Hallucination

—8— Fail With Reflection: Inefficient Planning

s = e S —

1 2 3 4 5 6 7 8 9 10 11 12
Trial

Proportion of Total Environments

HotpotQA

—e— Success Without Reflection
—e— Success With Reflection

o
o
)

o
w0

0.4 1

©
w

©
[N

°
-

o
=)

Trials

Reflexion: Language Agents with Verbal Reinforcement Learning



https://arxiv.org/abs/2303.11366

Self-Reflection: Chain of Hindsight

Chain of Hindsight (CoH) encourages the model to improve on its own outputs by explicitly
presenting it with a sequence of past outputs, each annotated with feedback.

To avoid overfitting, CoH adds a regularization term to maximize the log-likelihood of the pre-
training dataset. To avoid shortcutting and copying (because there are many common words in
feedback sequences)o,mthey randomly mask 0% - 5% of past tokens during training.

30.00

20.00

Score

10.00

0.00

]
m
[ ]
=

]
o

J <,
°
II cG:I\.
[ ]
(7]

Rouge 1

Rouge 2 Rouge L Avg

Loy
CoH ¢l

Chain of Hindsight Aligns Language Models with Feedback

User: Generate a summary of the
following article {article}

A helpful answer: {summary}

User: Generate a good and accurate
summary.

A helpful answer: {summary}

User: Generate a better and more
accurate summary.

A helpful answer:


https://arxiv.org/abs/2302.02676

Self-Reflection: Chain of Hindsight

The idea of CoH is to present a history of sequentially improved outputs in context and train the
model to take on the trend to produce better outputs. Algorithm Distillation applies the same idea
to cross-episode trajectories in reinforcement learning tasks, where an algorithm is encapsulated in
a long history-conditioned policy. The goal is to learn the process of RL instead of training a task-

specific policy itself.

Data Generation

|
Task 1 | _
: | RL algorithm
. (n) _ learning histories
TaSk n h”]" T (O()aaﬂ:r()solaa’lyrlt"'aOTaaT!TT)n

S

learning progress

Model Training

00 ao 7o | eeveennnn oi 1| las_1| |7e_1|] o } Predict ac'_cionsf using
across-episodic contexts
Causal Transformer — | Po(ai|hi—1,0:)

Chain of Hindsight Aligns Language Models with Feedback
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Element 2: tools
Introduction to tools in LLMSs



Human + tool use: motivations

As humans, we have limited time and memory, feel
tired, and have emotions.

e Human + tool use

Enhanced scalability

Improved consistency

Greater interpretability

Higher capacity and productivity

O O O O




LLMs + tool use: motivations

e Just like human, LLMSs also benefits from tools

e LLMs+tool use

O O O O

Enhanced scalability

Improved consistency

Greater interpretability

Higher capacity and productivity

& SQL@
2

O PyTorch

|:;| pandas .
matplstlib

Q_ Search Google or type a URL

- Hugging Face

QA




LLMs + tool use in perspective of executable language grounding

Ground language models into executable actions

e Mapping natural language instructions into code or actions executable within various
environments such as databases, web applications, and robotic physical world.

e LM (planning and reasoning) + actions

£ a000|

Data analysis

Web/Apps

Large
Language
Model

<+—--- Stack the blocks on the empty bowl. ®

Control APIs

l Policy Code

block_names = detect ("blocks")
bowl_names = detect ts("bowls")
for bowl_name in bowl_names:
if is_empty(bowl_name):

empty_bowl = bowl_name

break
objs_to_stack = [empty_bowl] |+ block_names
stack_objects(objs_to_stack)

def is_empty(name):
def stack_objects(obj_names)
n_objs = len(obj_names)
for i in range(n_objs - 1):
obj0 = obj_names[i + 1]
obj1 = obj_names[i]
(obj0, obj1)

Robotic physical world

https://openai.com/blog/chatgpt-plugins
https://code-as-policies.qithub.io/



https://openai.com/blog/chatgpt-plugins
https://code-as-policies.github.io/

LLMs + tool use in perspective of

LLMs + tool use in executable language grounding tasks

Inputs

e Language: user question/request
e Toolkit: code, APIs to search engines, self-defined functions, expert models...

e Environment: databases, IDE, web/apps, visual and robotic physical world...

Outputs

e Grounded reasoning code/action seq that can be executed in the corresponding environment
o What tools to select, when and how to use the selected tools



Element 2: tools
Representative Works



LLMs + tool use in perspective of executable language grounding

Binding Language Models in Symbolic Languages
Binder is a training-free neural-symbolic framework that maps the task input to an executable Binder
program that

(1) allows binding API calls to GPT-3 Codex into SQL/Python,
(2) is executed with SQL/Python Interpreter + GPT-3 Codex to derive the answer.

Binding Language Models in Symbolic
Languages

Zhoujun Cheng*'2, Tianbao Xie*', Peng Shi®, Chengzu Li', Rahul Nadkarni3, Yushi Hu3, Caiming Xiong®,
Dragomir Radev’, Mari Ostendorf3, Luke Zettlemoyer38, Noah A. Smith34, Tao Yu'3
"The University of Hong Kong, 2Shanghai Jiao Tong University, 3University of Washington,
4Allen Institute for Al, ®University of Waterloo, ®Salesforce Research, 7 Yale University, 8Meta Al

Project website: https:/Im-code-binder.github.io, ICLR 2023
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LLMs + tool: Binding Language Models in Symbolic Languages

Input Shirt Made_in Sales Price
D::?JI(I)‘;G cotton - -[;e;a_ll; """""""" Polo Us. 500 $29.8
Knowledge: : @;Jggmt(fe-fcng)or . ?g:: :g,t;::{e, [der--- Luckyland Us. 900 $19.8
. comfortable fit... N PR Timber Bay Mexico 400 $25.9
bl e office Turkey 600 $318

Question:  Which is the best-selling shirt made in North America and with no chemicals?

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input

Knowledge:

Question:

Shirt Made_in Sales
Details
R e I
o Natural stretch for ¢ ?g:: ;gI:: ::t'er """" RN -
. .c:-frnfortableﬁt... .. -~ Timber Bay Mexico 400
- | Office Turkey 600

Which is the best-selling shirt made in North America and with no chemicals?

Price
$29.8
$19.8

$25.9

$31.8

End-to-End

Input
|

GPT-3
Codex

Luckyland

¥ tool use

Pros
e /General
Cons
o Xinterpretable
o XScalable
o XRobust

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input

Knowledge:

Details

e 100% cotton

® 220GSM (6.5 02)

o Natural stretch for
comfortable fit...

o ...

Details

® 90% cotton, Li=—g-""

10% polyester

Made_in
us.
us.

Mexico

Turkey

Question:  Which is the best-selling shirt made in North America and with no chemicals?

Sales
500
900

400

600

Price
$29.8
$19.8

$25.9

$31.8

End-to-End

Input

N X
Luckyland

Uninterpretable & not robust
X tool use

Chain-of-Thought

Input
|

GPT-3
Codex

!

Reasoning path
Polo, Luckyland, Timber Bay are from
North America. Polo and Office are
of no chemicals. Luckyland has the
most sales of 900. So the shirt is
Luckyland.

Luckyland

X tool use

Pros
L]

Cons
L]

+/ Improved but still...

Alnterpretable

Unreliable answer entailment
X Scalable

X Robust

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input _ Shirt Made_in Sales Price
?ﬁ;l(l); cotton - -'[;e;a_ll; """""""" Polo us. 500 $29.8
Knowledge: : gigggmt(ré;fcg?or R ;,g: §§E§2;e, [ Jem---  luckyland us. 900 $19.8
. f:mfortable fit... e B Timber B Mexico 400 $25.9
—— y---. Office Turkey 600 $31.8
Question:  Which is the best-selling shirt made in North America and with no chemicals?

End-to-End Chain-of-Thought Semantic Parsing/Code Generation
Input Input Input
GPT-3 GPT-3 GPT-3
Codex Codex Codex
Pros
l e /Interpretable
S e  +/Scalable
SELECT Shirt FROM T WHERE . \/RObUSt
Shirt NOT LIKE ‘%chemicalsk’
AND Made_in = “North America’ Cons
ORDER BY Sales DESC LIMIT 1 . xcapabk?

|

Luckyland Luckyland * <Empty>
Uninterpretable & not robust Unreliable answer entailment
¥ tool use X tool use tool use: sQL/Python

Binding Language Models in Symbolic Languages
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LLMs + tool: Binding Language Models in Symbolic Languages

Input Shirt Made_in Sales Price
Details
e 100% cotton -D-e;a_"; ------------- m US 500 $29'8
Knowledge: ® 220GSM (6.5 02) M --- Luckyland U.S. 900 $19.8
e Natural stretch for ¢ ?g:: cort::t'er 1
comfortable fit... kel el ==~~~ TimberB Mexico 400 $25.9
I'4 -
T . - | Office Turkey 600 $31.8
Guestion:  Which is the best-selling shirt made in North America and with no chemicals?
End-to-End Chain-of-Thought Semantic Parsing/Code Generation ~ LLM + tool use: Binder (ours) Why
Input Input Input Input
! LLM + tool use?
GPT-3 GPT-3 GPT-3 GPT-3
Codex Codex Codex Codex J
l Pros
R . T . +Interpretable
Polo, Luckyland T;rﬂt;er Bay are from SELEC FROM T WHERE SECECIRO N CEIEROM R MERE * \/Scalable
North America. Polo and Office are 1 Feodex(“No. chemicals?”;Shirt)=yes’ AND . +Robust
of no chemicals. L )s th AND M2 ort Feosex(“North America?”;Made_in)=*yes’
i les of 900. So the sh u:;m BY DESC ORDER BY Sales DESC LIMIT 1 ! L +/Capable
SGL/Python . GPT-3
Interpreter Codex
Luckyland & Luckyland o <Empty> : Polo
Uninterpretable & not robust Unreliable answer entailment Limited PL grammar capacity vtool use:

X tool use

X tool use

V’tool use: SQL/Python

SQL/Python + NLP expert model APIs

Binding Language Models in Symbolic Languages
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LLMs + tool: PAL, PoT

Chain-of-Thought (Wei et al., 2022)
Input
o) e

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of
bread did they have left?

e , J

The answer is 62.

e

Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks

Program-aided Language models (this work)

—{ Input } \
Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

bought balls 2 *3
te S. The answer is
answer = tennis_balls + bought_balls

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of bread
Qid they have left?

Question: In Fibonacci sequence, it follows the rule that each number is equal to the sum of the preceding two numbers.
|Assuming the first two numbers are 0 and 1, what is the 50th number in Fibonacci sequence?

The first number is 0, the second number is 1, therefore, the
third number is 0+1=1. The fourth number is 1+1=2. The fifth
number is 1+2=3. The sixth number is 2+3=5. The seventh
number is 3+5=8. The eighth number is 5+8=13.
... (Skip 1000 tokens)
The 50th number is 32,432,268,459.

CoT

]
[
|
|
i
|
|
|

length_of_fibonacci_sequence = 50

fibonacci_sequence = np.zeros(length_of_)

fibonacci_sequence[0] = 0

fibonacci_sequence[1] = 1

For i in range(3, length_of_fibonacci_sequence):
fibonacci_sequenceli] = fibonacci_sequenceli-1] +
fibonacci_sequenceli-2]

ans = fibonacci_sequence[-1] PoT

v

32,432,268,459

X

& python @
12,586,269,025

| 4

Question: Ketty saves 20000 dollars to the bank. After three years, the sum with compound interest rate is 1000 dollars more
than the sum with simple interest rate. What is the interest rate of the bank?

The
loaves_sold morning
loaves_sold afternoon 39

loaves_returned 6

The answer is

answer = loaves_baked - loaves_sold morning
- loaves_sold _afternoon + loaves_returned

Assuming the interest rate is x. The sum after two years with
simple interest rate is 20000 + x * 20000 * 3 = 20000 +
60000x. The sum after two years with compoud interest rate
is 20000 * (1 + x) A 3 = 200000 + 60000 * x + 60000x/2 +
20000x/3. The difference can be written as 60000x/2 +
20000xA3 = 1000. In order to solve x, we can use the
quadratic formula. x = (-b +- sqrt(bA2 - 4ac)) / 2a, .... , x =

(-20000 +- 6160) / 120000, x = -0.051333. CoT

interest_rate = Symbol(‘x’)
sum_in_two_years_with_simple_interest= 20000 +
interest_rate * 20000 * 3
sum_in_two_years_with_compound_interest = 20000 * (1 +
interest_rate)**3

# Since compound interest is 1000 more than simple interest.
ans = solve(sum_after_in_yeras_with_compound_interest -
sum_after_two_years_in_compound_interest - 1000,

linterest_rate)

PoT

2 Y,

v oox

-0.051333

PAL.: Program-aided Language Models

& python :ﬁ‘ %

SymPy
x =0.24814

Y



https://arxiv.org/abs/2211.10435
https://arxiv.org/abs/2211.12588

LLMs + webs/apps or personalized functions:

New chat
Function calling example

Now, let's calculate the calories for this

| & I What's the weather like in Boston right now? recipe using WolframAlpha.

Step 1 OpenAl APt
Call the model with functions and the user's input

Request Response

://api.openai.com/vl/chat/completions -u :

Greens Restaurant - San
Francisco, CA on OpenTable

o]

Used Wolfram|Alpha v

The total calories for the Chickpea Salad
recipe are approximately 862 dietary

Calories il

https://openai.com/blog/chatgpt-plugins
Mind2Web: Towards a Generalist Agent for the Web



https://openai.com/blog/chatgpt-plugins
https://arxiv.org/abs/2306.06070

LLMs + APIs to expert models: HuggingGPT

(0] x ¥ HuggingGPT

Can you describe this picture and count how
many objects in the picture?

I Task e
Planing e

Prediction ~ facebook/

Tl |=] detr-resnet-101 I
/~ ' ) i
III Task Execution

S o

~ nlpconnet/
Prediction . vit-gpt2-image-captioning

II Model
Selection

[ Atext can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining
the predictions of '~
, &8 and ¥
models, | get the results for you.

IV Response
Generation

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face
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LLMs + APIs to expert models: HuggingGPT

Lots of Al models are available in different fields and modalities,
but cannot handle complex artificial intelligence tasks.

Bx&

HuggingGPT

Can you describe this picture and count how
many objects in the picture?

~

LLM as Controller

[ Atext can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining
the predictions of '+
, &8 and ¥
models, | get the results for you.

I Task
Planing

Prediction

II Model

_________________________________________________________

~ HuggingFace

~ facebook/
=] detr-resnet-101 I

4 ' 3

»| III Task Execution

Selection

Prediction

IV Response
Generation

===

rem—n. 8 o~

~ nlpconnet/
vit-gpt2-image-captioning

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face
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LLMs + APIs to expert models: HuggingGPT

Please generate an image where a girl is reading a book, and her pose is the same as the boy in the image
example.jpg, then please describe the new image with your voice.

Request |

Stage #2: Model Selection

[T1]
.............................................. jmmmmmmemmmmemmeeeeeeeeem—an.
| task: pose-det. I} task: image-class. | In-context task-model assignment: (< -

; ] ; i
| args: ‘ 1; args: ! | hustvl/yolos-tiny

ac e | H
| image: example.pg || image: <resource-2> |1 Icebonkfdatraesnat101

| €3 TahaDouaii/detr-dac-table-detection
i

oy

! task pose-to-mage |JT____¥_______[T&] ___ ¥ ______ P Mol Crdsinburpigface
| args: 1! task: object-det. |1 task: text-to-speech |

| text:areadinggirl || args: |1 args: ]

| image: cresource-1> |1 jmage: <resource-2> ;| text: <resource-5>

Stage #4: Response Generation

T1] pose-det. T4] object-det.
openpose facebook/detr-resnet
[image-2] [bounding box]

T2] pose-to-image T5] image-to-text

(h 1 lym/sd-ctl-pose nlpconnect/vit-gpt2

! ’\h—‘*,' [ PFE“"WD"> [image-3] “a girl sittingon ...”
e T3] image-class. T6] text-to-speech

google/vit facebook/fastspeech

[classes with prob] [audio-1]

'
| Bounding boxes
1 with probabilities

{"agirlsitting on a bed |
L reading a book )

a@»

[Image-1] = example.jpg [Image-2] = <resource-1> [Image-3] = <resource-2> [Image-4] [Audio-1]

The image you gave me is of "boy". The first thing | did was use =

to analyze the pose of the boy in the image. |
fed that image, specifically located at [Image-1], into the model to get an output image of the pose, located at [Image-2]. Then | take that
pose and generate a new image, located at [Image-3], using ¥ and the instruction "a girl is reading". Next, |

ran object detection on the image generated in the previous step, to get predictions of the objects present in the image, including the box
location. These predictions were run through the = model. The box was drawn on the image, which is located at
[Image-4]. Then, | used the predictions of a image classification model = and a image caption model a

model to generate the caption for newly generated image. It generated text: "a girl sitting on a bed
model to convert the generated text into audio, located at [Audiorll.J

\reading abook". Lastly, | ran the =

The system comprises of 4 stages:

Task Planning: LLM analyze the user's
requests, breaking them down into solvable
tasks through prompts.

Model Selection: LLM is presented with a
list of models to choose from and distributes
the tasks to expert models. LLM.

Task Execution: Expert models execute on
the specific tasks and log results.

Response Generation: LLM receives the
execution results and provides summarized
results to users.

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugging Face
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LLMs + APIs to expert models:

Evaluation for task planning abilities:
e Single Task: The user request involves only one task.
e Sequential Task: The user's request needs to be broken down into a sequence of multiple
subtasks.
e Graph Task: The user's request needs to be decomposed into a directed acyclic graph.

Task Type Diagram Example Metrics

Show me a funny image of  Precision, Recall, F1,

; Task 1
Single Task as a cat Accuracy

Replace the cat with a dog Precision, Recall, F1

S tial Task Taskl —— Task2 — Task3 ) .
sanen e in example.jpg Edit Distance

Task 1 Given a collection of image

A: a.jpg, B: bjpg, C: c ] s
Task4 JPg, JP8; JP8:  Precision, Recall, F1
Graph Task Task2 > Task 6 please tell me which image GPT-4 Score
Task 5 is more like image B in
Task 3 terms of semantic, A or C?

Table 2: Evaluation for task planning in different task types.

HuqgingGPT: Solving Al Tasks with ChatGPT and its Friends in Hugqing Face
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LLMs + code, robotic arm, expert models: Code as Policies

User

Large <+—--- Stack the blocks on the empty bowl. @

Language
Model

WIE

Control APls

l Policy Code

block_names = detect_obijects("blocks")
bowl_names = detect_obiects("bowls")
for bowl_name in bowl_names:
if is_empty(bowl_name):

empty_bowl = bowl_name

break
objs_to_stack = [empty_bowl] |+ block_names
stack_objects(objs_to_stack)

l def is_empty(name):

def stack_objects(obj_names):
n_objs = len(obj_names) b
for i in range(n_objs - 1): [t
obj@ = obj_names[i + 1]
obj1 = obj_names[i]
pick_place(objo, obj1)

Code as Policies: Language Model Programs for Embodied Control
Do As | Can, Not As | Say: Grounding Language in Robotic Affordances
ProgPrompt: Generating Situated Robot Task Plans using Large Language Models
Mind's Eye: Grounded Language Model Reasoning through Simulation



https://arxiv.org/abs/2209.07753
https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2209.11302
https://arxiv.org/abs/2210.05359

LLMs + training for tool use: TALM

Language Model

~ input . output

Tool Augmented Language Model

" input — toolinput |- tool result — output

call : I append
externalk > > tool

tool result

TALM: Tool Augmented Language Models

TALM: Tool Augmented Language Models
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LLMs + training for tool use: Toolformer

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?”) — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga”, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law [WikiSearch(“Brown
Act”) — The Ralph M. Brown Act is an act of the

WIKIPEDIA

California State Legislature that guarantees the public's
right to attend and participate in meetings of local
legislative bodies | that requires legislative bodies, like
city councils, to hold their meetings open to the public.

Toolformer: Language Models Can Teach Themselves to Use Tools
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LLMs + training for tool use: Toolformer

LM Dataset —> ; — ma— 3.
Sample API Calls Execute API Calls Filter API Calls
X, =Pittsburgh s ¢;' = What other name is r;! = Steel City L(c;' — Steel City)
"7 also known as Pittsburgh known by? <min(L(c;' — €), L(e))
X;,, = the Steel City c¢;2 = Which country is r = United States L(c;>— United States)

Pittsburgh in? > mjn(Li(ci2 —£), Li(e))

Toolformer: Language Models Can Teach Themselves to Use Tools

LM Dataset
with APl Calls

X" = Pittsburgh is
also known as
[QA(What ...?
— Steel City)]
the Steel City.


https://arxiv.org/abs/2302.04761

Element 2: tools
Extension of tools in LLMSs



Extension-1: LM as tool maker

. N
Use a few instances \\ Reuse the tool to solve
to make a tool similar instances

i j Requests

2 N\ 2

Tool Maker &5 Reusable Tool Tool User

LATM: Large Language Models as Tool Makers

Large Language Models as Tool Makers
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Extension-2: API-Bank

API-Bank is a benchmark for evaluating the performance of tool-augmented LLMs. It contains 53
commonly used API tools, a complete tool-augmented LLM workflow, and 264 annotated

dialogues that involve 568 API calls.

API Pool
& »
.0 n c External Service
Account Information Health .
Management Retrieval . < >
- =] |5
— Tages? —1 |299] ™
= ekt 000
= \v/ =
&l : =
Schedule Smart Finance
Ui Management Home Management
A | Give Up
3 )\ S7F Y S77
/\O/\ > API Call? >~ Yes > —><_Found? ~Yes> | P | < Satistied? >—ves—> Q
No LNoJ No I

Figure 1: The proposed Tool-Augmented LLMs paradigm.

API-Bank: A Comprehensive Benchmark for Tool-Augmented LLMs
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Extension-2: API-Bank

Evaluation index

Level-1: Evaluate LLM's ability to call the API (Accuracy); given a description of the API, the
model needs to determine whether to call the API.

Level-2: Further evaluate LLM’s ability to retrieve APIs (Rouge); the model needs to retrieve
APIs that may solve user needs.

Level-3: Examine the ability of LLM planning API (number of turns).

level-1  level-2  level-3
Num of Dialogues 214 50 &
Num of API calls 399 135 34

Table 1: The statistics of API-Bank.

API-Bank: A Comprehensive Benchmark for Tool-Augmented LLMs
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Challenges and future work

e Complexity: more complex domain professional/unseen tools?
e Interactivity: go beyond single turn?
e Evaluation: multiple possible solutions? Real-time interactive evaluation?
e Efficiency: smaller models?
e Reliability: know when to abstain, know its capacity, memorizing and querying tools?
e Others
o Better tool API design/tool making?

o Personalization?

oooooo



Element 3: Memory



LLM Agent Memory:

1. Sensory Memory: This is the earliest stage of memory, providing the ability to retain impressions of
sensory information (visual, auditory, etc) after the original stimuli have ended. Sensory memory typically
only lasts for up to a few seconds. Subcategories include iconic memory (visual), echoic memory
(auditory), and haptic memory (touch).

2. Short-Term Memory (STM) or Working Memory: It stores information that we are currently
aware of and needed to carry out complex cognitive tasks such as learning and reasoning. Short-term
memory is believed to have the capacity of about 7 items (Miller 1956) and lasts for 20-30 seconds.

3. Long-Term Memory (LTM): Long-term memory can store information for a remarkably long time,
ranging from a few days to decades, with an essentially unlimited storage capacity.

There are two subtypes of LTM:

a. Explicit / declarative memory: This is memory of facts and events, and refers to those memories
that can be consciously recalled, including episodic memory (events and experiences) and semantic
memory (facts and concepts).

b. Implicit / procedural memory: This type of memory is unconscious and involves skills and
routines that are performed automatically, like riding a bike or typing on a keyboard.



LLM Agent Memory:

Iconic memory (visual)

r Sensory memory Echoic memory (auditory)
Haptic memory (touch)

Memory | Short-term memory (Working memory)

Episodic memory (life events)
Explicit / Declarative memory

(conscious) Semantic memory (facts, concepts)

. Long-term memory
Implicit / Procedural memory (unconscious; skills)

1. Sensory Meory: learning embedding representations for raw inputs, including text, image or

other modalities;

2. Short-Term Memory (STM): in-context learning. It is short and finite, as it is restricted by
the finite context window length of Transformer.

3. Long-Term Memory (LTM): the external vector store that the agent can attend to at query
time, accessible via fast retrieval.



Standard Prompting

- Combine a prompt template together with an input

Please answer this question:

| think Vin Diesel has been a voice actor for several
characters in TV series, do you know what their names are?



Problems

- Accuracy issues:

Knowledge cutoffs: parameters are usually
only updated to a particular time

- Private data: data stored in private text or
data repositories not suitable for training

- Learning failures: even for data that the model
was trained on, it might not be sufficient to get the
right answer

« Verifiability issues: It is hard to tell if the answer
IS correct



Retrieval-augmented Generation (chen et al. 2017)

- Retrieve relevant passages efficiently

- Read the passages to answer the query

BB b

EE retrieval

query

passage passage passage

passage passage passage
passage passage passage

passage passage passage
passage passage passage

4age passage p$

reading
a——)

answer



@ You

| think Vin Diesel has been a voice actor for several characters in TV series, do you
know what their names are? Please list all of them.

ChatGPT

Vin Diesel has lent his voice to several characters across various TV series and shows.
Here's a list of the characters he's voiced:

[y

. Groot in "Guardians of the Galaxy Vol. 3" (2023 Movie), "The Guardians of the Galaxy
Holiday Special" (2022 TV Show), "l Am Groot" (2022 Short), "Thor: Love and Thunder"
(2022 Movie), "Avengers: Endgame" (2019 Movie), "Ralph Breaks the Internet: Wreck-It
Ralph 2" (2018 Movie), "Avengers: Infinity War" (2018 Movie), "Guardians of the Galaxy
Vol. 2" (2017 Movie), and "Guardians of the Galaxy" (2014 Movie) [*7].

2. Santiago in "ARK: The Animated Series" (2023 TV Show) (7). https://www.behindthevoiceactors.com/Vin-Diesel/
3. Dominic Toretto in "Fast & Furious: Spy Racers" (2019 TV Show) [#7]).

Additionally, though the website for "Big Mouth" lists Vin Diesel, it appears to be a
misunderstanding or an error, as Nick Kroll is credited as the voice of Vin Diesel in that
show 7).

https://www.behindthevoiceactors.com/tv-shows/Big-Mouth/Vin-Diesel/

These roles showcase Diesel's versatility and contribution to voice acting, particularly
in animated series and specials, where he brings iconic characters to life with his
distinctive voice.

0O @


http://www.behindthevoiceactors.com/Vin-Diesel/
http://www.behindthevoiceactors.com/tv-shows/Big-Mouth/Vin-Diesel/

Element 4: action



Action: Introduction

In the construction of the agent, the action module receives action sequences sent by the
planning module and carries out actions to interact with the environment.

( Action

—(Textual Output §3.3. l]

{ Learning tools

{ Tools §332

{ Using tools

Embodied
Action §3.2.2

-[ Making tools

LLM-based

Embodied actions |

H
il
.

Toolformer [92], TALM [326], Instruct- |
GPT [24], Clarebout et al. [327], etc.

WebGPT [90], OpenAGI [211], Visual
ChatGPT [328], SayCan [179], etc.

LATM [329], CREATOR [330],
SELF-DEBUGGING [331], etc.

SayCan [179], EmbodiedGPT [121],
InstructRL [332], Lynch et al. [333],
Voyager [190], AlphaBlock [334], DEPS
| [183], LM-Nav [335], NavGPT [336], etc. )

Prospective to the )

embodied action

rMineDoj(:o [337], Kanitscheider et al. [338]:

lDECKARD [339], Sumers et al. [340], etc. |

Figure 5: Typology of the action module.



Action:

In the pursuit of Artificial General Intelligence (AGIl), the embodied agent is considered a
pivotal paradigm while it strives to integrate model intelligence with the physical world.

Al agents
Can be robots, virtual assistants,
or other intelligent systems

Pé‘rceptuol inputs

Equipped with sensors that import
data from their surroundings,
along with Al systems that can
analyze and ‘learn’ from data

Interactive learning

The Al-powered agents learn from
interacting with the environment
until it reaches it goal

Embodied Al

World model

Develop an abstract
representation and
understanding of the
spatial or temporal
dimensions of our world

!.\ C

Goal

Create agents that can
learn to solve complex tasks,
such as motion planning and
navigation, by interacting
with their environment




Action: Embodied Al

Embodied Al should be capable of actively perceiving, comprehending, and interacting with
physical environments, making decisions, and generating specific behaviors to modify the
environment based on LLM’s extensive internal knowledge. We collectively term these as
embodied actions, which enable agents’ ability to interact with and comprehend the world in a
manner closely resembling human behavior

Games/entertainment

Embodied Al can transform industries and improve lives




Action:

The potential of LLM-based agents for embodied actions.

e Cost efficiency: Some on-policy algorithms struggle with sample efficiency as they
require fresh data for policy updates while gathering enough embodied data for high-
performance training is costly and noisy.

e Embodied action generalization: An agent’s competence should extend beyond specific
tasks. When faced with intricate, uncharted real-world environments, it’s imperative that
the agent exhibits dynamic learning and generalization capabilities

e Embodied action planning: Planning constitutes a pivotal strategy employed by humans
In response to complex problems as well as LLM-based agents.



Embodied Al: PaLM-E: An Embodied Multimodal Language Model

PaL.M-E transfers knowledge from visual-language domains into embodied reasoning — from
robot planning in environments with complex dynamics and physical constraints, to answering

questions about the observable world.

Task and Motion Planning

MGG Nsol pilesicn PaLM-E: An Embodied Multimodal Language Model
Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block % SRR O oW
{ SP Diue DIOCK !
? ViT A: First grasp yellow

block and place it on
the table, then grasp
the blue block.

Large Language Model (PaLM)
Tabletop Manipulation

o to the drawers, 2. Open

Given <img»> Task: Sort
top drawer. | see <img>. 3. Pick the greenrice =

X ( \ orner
chip bag from the drawer and place it on the Control < A: First, grasp yellow block and ... Step 1. Push the green
ter. ‘
COMISE star to the bottom left.
Visual Q&A, Captioning ... Language Only Tasks S'tep 2. Push the green
Describe the circle to the green star.
¢ <img> Q:What'sin the following <img> Here is a Haiku about
mage? An rin A dog jumping embodied language models n? A: Atlantic.
P ' over a hurdle at a Embodied language ) s3
dog show. models are the future of Language models trained ¢ data can
natural language be used to gmde a robot s actions.

PalLM-E: An Embodied Multimodal Language Model



https://arxiv.org/abs/2303.03378

Embodied Al: PaLM-E: An Embodied Multimodal Language Model

A single PaLM-E model directs the low-level policies of two real robots. Shown is a long-horizon mobile manipulation task
in a kitchen, and one-shot / zero-shot generalization with a tabletop manipulation robot.

start — 5 - - - » goal
PaLM-E guiding a real robot through a long horizon mobile manipulation task

Instruction: “bring me the rice chips from the drawer”

Adversarial Disturbance:
human knocks the rice chips
back into the drawer

Open the top Take the rice chips

Take the rice chips Bring it to the user Put it down
drawer out of the drawer

Go to the drawers out of the drawer

PaLM-E guiding a real robot through one-shot and zero-shot tabletop manipulation tasks

Move the green circle Move the blue triangle Move the green star to Move the green star to
to the yellow hexagon to the group the top left corner the green circle

one-shot: "Move the remaining blocks to the group” zero-shot: "Move the green blocks to the turtle”

PalLM-E: An Embodied Multimodal Language Model



https://arxiv.org/abs/2303.03378

LLM agents Categories



Category

The use cases for LLM agents, or Language Model-based agents, are vast and diverse. These
agents, powered by large language models (LLMSs), can be used in various scenarios, including:

1. Single-agent applications
2. Multi-agent systems
3. Human-Agent cooperation

@ 2:2 8N

Single Agent : Agent-Agent : Agent- Human

https://gptpluginz.com/lim-agents/



https://gptpluginz.com/llm-agents/

Single-agent applications

LangChain Agent - Sequence Of Events

~ g,
_}{‘ Action
( { . Observation
Single Agent ..;{ n};:
k‘ L Final Answer J )

LLM agents can be utilized as personal assistants to assist users in breaking free from daily
tasks and repetitive labor. They can analyze, plan, and solve problems independently, reducing

the work pressure on individuals and enhancing task-solving efficiency. https:lgithub.comlangchain-aiflangchan



https://github.com/langchain-ai/langchain

The World’s First Al Software Engineer

https://www.cognition-labs.com/introducing-devin



Open-World Interaction, e.g. in Minecratft.

0512 0502

mine block mine block

“To get obsidian, pinpoint
the obsidian in current
observation for the 48 to

“To get obsidi int -
theg‘ mnmoffar 0410

4 the diamond pickaxe
the 4 toswitch to.”

mine block

“To get obsidian, I need to
pull water into lava,
pinpoint the block next
to lava in the current
observation for 46 to
interact with.”

0330
O - < interact - OYinteract g
Bl N P

https://craftjarvis.github.io/ROCKET-1/

Shaofei Cai, Zihao Wang, Kewei Lian, Zhancun Mu, Xiaojian Ma, Anji Liu, Yitao Liang. ROCKET-1: Master Open-World Interaction
with Visual-Temporal Context Prompting. https://arxiv.org/abs/2410.17856



Multi-agent systems -
LLM Ma:ier Agent
J J J
(o o] s (o o]
. . i
L i Ll bl plhAgent] | LM Agent2 LM Agencs
\) ) \)

Agent-Agent Al
b

Skill 1, Skill 2, etc, Skill 1, Skill 2, etc. Skill 1, Skill 2, etc.
Ex, CRM, ERP, Banking, Cognitive Search on Conversational Process
Application API Knowledge-base, PDF etc.  Ex. Insurance Quote-to-Sales

Multi-agent systems: LLM agents can interact with each other in a collaborative or competitive manner.
This enables them to achieve advancement through teamwork or adversarial interactions. In these systems,

agents can work together on complex tasks or compete against each other to improve their performance.



Play Werewolf (JRAZFR
ﬁ werewolt & vilager witch guard % seer

| Good moming
everyone. Itsee_
ms like we had a
peaceful night. |
was wondering if
anyone has any
suspicions or
observations they
would like to
share? I think its

q Well, | agree with Player 1, 3 and Player 4. Based on my observation
and analysis, | also think Player 5 is a little suspicious. But we might not
vote to kill him casually. \ ,

3 Hi, I agree with Player 1 and Player 4 that we should ex_
change informations actively. Based on my observation,
I think Player 5 is a little suspicious.

. Player 2 / Good moming
everyone. Asa
villager, | dont have
any clear suspici—
onsyet, but I'min_

[0 1 observed that Player 5 was killed last night. As awitch, | used my
antidote to save him. Therefore, Player 5 may not be a werewolf, but

* | terested in hearing
important for us to - was killed by the werewolf last night. what others have
start discussing ~- - to say. Did anyone
and sharing our notice anything
thoughts to find suspicious or have
outwho the any thoughts on
werewolves are. who the were_

wolves might be?

L agree with Player1,2 and 6. | think we have to actively gather infor
mation and seriously speculate about who the werewolves are, We
should protect ourselves as much as possible and avoid being killed
by the werewolves. | will use my special ability wisely at night,

J Ihave to defend myself bacause | aminnocent. | think we should ga—
ther imformation and have a full discussion now, we cant kill a potenti—
alteammate in a hurry. On the contrary, | think Player 3 is a bit aggre—
ssive, and | suspect he is one of the werewolf.

Figure 1: A snapshot of our implemented Werewolf game. There are 5 roles and 7 players, and each of them is acted
by an LLM autonomously. The number before each talking denotes the speaking order. Some social behaviors can
be primarily observed in this figure, including trust, confrontation, camouflage , and leadership .

Yuzhuang Xu , Shuo Wang, Peng Li,, Fuwen Luo, Xiaolong Wang , Weidong Liu, Yang Liu. Exploring Large Language Models for Communication
Games: An Empirical Study on Werewolf. https://arxiv.org/pdf/2309.04658.pdf



EconAgent

EconAgent Macroeconomics
‘@  Economic
oy @ -8 Factors 0’2 Tax Government
Market Dynamics > 1 Redistribution =
) :
g o0 e &
- © S 3
S op Decision 4
= =
- S| @
| s ; !
Tax, Redistribution () gy
e e e = = I ED Economic
S Factors

Figure 1: The illustration of our EconAgent (left) and simulation environment (right).

Nian Li, Chen Gao, Mingyu Li, Yong Li, Qingmin Liao. EconAgent: Large Language Model-Empowered Agents for Simulating
Macroeconomic Activities. https://arxiv.org/abs/2310.10436



StockAgent

----- e e e e e S mmm TTITTTToosoossosoosossoosssssosooon
( Day Simulation i | Tomerrow's Action Estimation |
LI H
Market Agents Interest Loan Bankrupt Em /l Loan : : ® E_siimu'rz whether you i
Initialization Initialization Repayment Repayment Check III::;:";‘I Decision E i P ‘:Irlnldb::o::das:;ﬁ,;kwf i
[ and whether you will
I

[ :Initialization

[ ] :Occurs everyday

[ ] :0ceurs on selected dates
[ ]:InteractwithLLM agents

R i ________________________________________ : choase lean,

Trading Tip Tomorrow's | Price Buy & Sell Sequence
Sharing on Action ] Update Decision Generation
BBS Estimation i

{Ilbw_ "'-")!ES",
u B":"na",
“sell_A":"yes", "sell_B":
"na", "lean": "yes"}

T e ———— T ——————— T ————————————————————————  m  m # —mmmmmm—mmmmm—mmmmmmm——mm—mm———m—mm— ===
| Loan Decision | | Trading Tips sharing on BBS { | Buy & Sell Decision :
! P : — {1 Stockmarket i ti |
i[ You are a stock trader.. Stack ® ! i & Please briefly post your trading tips on the P o?c*hl:;ﬂ:mi;:fnt;:‘cci'd:n :
i| background Stack price.. Last day BBS.. Loan dh forum, v 1| whether to buy, sell or hold '

information... Decide whether to loan, ! b : : :

ongeing geopolitical tensions... 30,1}

The market is likely to remain volatile in the near E i @ {("action_type":"buy" "stec |:
term due to global economic uncertainties and P k*:"A", amount: 100, price : |:

,,_.._.._.._....
H

E @ﬁ {"loan": "yes", "lean_type": 3, "amount": 1000} ] E

Fig. 2. The workflow of trading simulation.

When Al Meets Finance (StockAgent): Large Language Model-based Stock Trading in Simulated Real-world Environments. Chong Zhang, Xinyi Liu, Zhongmou Zhang, Mingyu
Lingyao Li, Zhenting Wang, Wenyue Hua, Dong Shu, Suiyuan Zhu, Xiaobo Jin, Sujian Li, Mengnan Du, Yongfeng Zhang. https://arxiv.org/abs/2407.18957



ElectionSim

All States Simulation Results Battleground States Simulation Results

Accuracy: 46/51 ' & correct : Accuracy: 12/15 | & correct |

Figure 1: Simulation results of the 2020 Presidential Election. The colors represent the real-world
results and the marks represent the simulation results accuracy.

Xinnong Zhang, Jiayu Lin, Libo Sun, Weihong Qi, Yihang Yang, Yue Chen, Hanjia Lyu, Xinyi Mou, Siming Chen, Jiebo Luo, Xuanjing Huang, Shiping Tang, Zhongyu Wei.
ElectionSim: Massive Population Election Simulation Powered by Large Language Model Driven Agents. https://arxiv.org/abs/2410.20746. [Submitted on 28 Oct 2024]



https://arxiv.org/abs/2410.20746

TwinMarket from financial market simulation

Werld
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Yuzhe Yang, Yifei Zhang, Minghao Wu, Kaidi Zhang, Yunmiao Zhang, Honghai Yu, Yan Hu, Benyou Wang. TwinMarket: A Scalable Behavioral
and Social Simulation for Financial Markets. https://arxiv.org/abs/2502.01506



MetaGPT

SoftwareCompany

+Investment
+ldea
+Environment

Boss

ProductManager

[

Architect

h

ProjectManager

+BossRequirement

+WritePRD
+RevisePRD

+WriteDesign
+ReviseDesign
+ReviewPRD
+ReviewCode

+WriteTasks
+AssignTask
+ReviewPRD
+ReviewDesign
+ReviewCode

Engineer

+WriteCode
+ReviewCode
+DebugCode

QA

+WriteTests
+RunTests

Software Company Multi-Agent Schematic (Gradually Implementing)

MetaGPT: Meta Programming for A Multi-Agent Collaborative Framework



https://arxiv.org/abs/2308.00352

https://gptpluginz.com/lim-agents/

MetaGPT Agents Collaboration with Developing SOP

Human-Agent cooperation

1/5
Define ‘Write a classic and
simple Flappy Bird

game.

Ome-line requirement

Planning

‘ . Reguirement Analysis
] ll = L
-
‘ Architectural Design

System Design

205 ‘g
Design

Boss makes acceptance
cheek and payment

Meta Programming

— Pretty good ! I can

% 3/5 | dircetly use the
Agent-Human %, Al
Qp . ! keyvboard to play
'E:,% i : Flappy Bird.
% " sti . = [ -
d:.'_lb A TEht"'g @ -i?_ F 4/5 @ 5
= f‘ — QA Engincer ¥ Check ‘—i

Human-Agent cooperation: LLM agents can interact with humans, providing them with

assistance and performing tasks more efficiently and safely.

Example: interactively write code together with ChatGPT.


https://gptpluginz.com/llm-agents/

Proof assistant (interactive theorem provers)
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An interactive proof session in CogIDE, showing the proof script on the left and the
proof state on the right



Interactive Creation
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https://aidungeon.com/

https://voicebot.ai/2022/08/01/ai-dungeons-synthetic-story-and-pictures-released-on-steam-gaming-platform/
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Coding with yourself Coding with LLM agents
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